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Abstract: The increase of the classification accuracy level has become an important problem in machine learning 

especially in diverse data-set that contain the outlier data. In the data stream or the data from sensor readings that 

produce large data, it allows a lot of noise to occur. It makes the performance of the machine learning model is 

disrupted or even decreased. Therefore, clean data from noise is needed to obtain good accuracy and to improve the 

performance of the machine learning model. This research proposes a two-stages for detecting and removing outlier 

data by using the covariance estimator and isolation forest methods as pre-processing in the classification process to 

determine fine motor skill (FMS). The dataset was generated from the process of recording data directly during cursive 

writing by using a digitizer. The data included the relative position of the stylus on the digitizer board. x position, y 

position, z position, and pressure values are then used as features in the classification process. In the process of 

observation and recording, the generated data was very huge so some of them produce the outlier data. From the 

experimental results that have been implemented, the level of accuracy in the FMS classification process increases 

between 0.5-1% by using the Random Forest classifier after the detection and outlier removal by using covariance 

estimator and isolation forest. The highest accuracy rate achieves 98.05% compared to the accuracy without outlier 

removal, which is only about 97.3%. 

Keywords: Covariance estimator, Isolation forest, Outlier detection, Random forest, Fine motor skill. 

 

 

1. Introduction 

FMS plays an important role in the development 

of preschool and primary school children [1]. FMS is 

associated with the student’s academic skills such as 

reading, mathematical reasoning [2], and writing [3]. 

Writing is a basic skill that is taught in the early cycle 

of education [4]. Writing requires FMS performance 

as in stabilizing paper positions, use of hands for 

holding a pencil, and coordination between the eyes 

and fingers [5]. 

It is important to use FMS as an indicator of children's 

school readiness [6]. School readiness is a condition 

in which a child is ready to be involved in the learning 

experience at school. Several studies have stated that 

the level of FMS can be determined by children's 

writing abilities [7]. Through writing exercises, 

especially cursive handwriting, children can practice  
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their FMS with maximum intensity [8]. These 

exercises force the students to think about all the 

details of writing. Cursive handwriting is a form of 

writing characterized by the relationship between 

letters and the relationship between syllables and 

word forms [9]. Besides, the results of research 

conducted by Comajuncocas revealed that cursive 

handwriting can increase the speed of the student’s 

performance in writing and drawing [10]. Thus, 

schoolteachers conduct FMS assessments from 

children's writing using a digitizer. The digitizer 

records the movement of the nib and records the 

position of the nib [11]. 

This study intends to assist school teachers in 

conducting FMS assessments of children's writing by 

using a digitizer to record information on children's 

hand movements during the one-sentence cursive 

writing process. However, this paper emphasizes the 

explanation of the initial processing of the FMS 

classification process. This initial processing is 

important to do because the results of the recording 

of the writing process produce a data stream that 

contains a lot of outlier data. 

The research to determine the level of FMS in 

children has been carried out previously with the 

process of recording data based on hanacaraka letters 

by using a digitizer [12]. The result of recording the 

data stream from this digitizer does not produce a lot 

of noise (outlier data) because it only records one 

hanacaraka letter. In this study, the data recording 

process using a digitizer produced many data outliers 

because the recorded writing process was the process 

of recording one sentence with continuous cursive 

handwriting. So, to increase the level of classification 

accuracy, pre-processing is needed to remove the 

outlier data.  

The research on the handling and detection of 

outlier data has been carried out by using various 

methods including using the covariance estimator 

and isolation forest. The previous research using the 

Isolation Forest algorithm in detecting outliers in 

hydrological time series data conducted by Qin [13]. 

Qin study shows that the isolation forest algorithm 

has a good performance in detecting outliers in high-

dimensional data. Another study compared the 

isolation forest algorithm with a diagrammatic 

approach to detect the presence of outliers in 

industrial data. Based on the precision and recall, the 

isolation forest algorithm has better performance than 

the diagram approach [14]. Several other studies are 

summarized in Table 1.  

Research [15] and [16] prove that the isolation 

forest algorithm can significantly increase the outlier 

detection speed and computation time on both 

synthetic and real world datasets. Covariance 

estimator is sensitive to the detected outliers so that it  

Table 1. Related work in Outlier/Anomaly Detection 

using Isolation Forest 

No Author 

Outlier / 

Anomaly 

Detection 

Model 
Data 

Type 

1 Y.Qin 

[13] 

Anomaly 

Pattern 

Detection 

Isolation 

Forest 

Hydrolog

ical time 

series 

dataset 

(Chuhe 

River 

Basin) 

2 G. A. 

Susto 

[14] 

Anomaly 

Detection 

Isolation 

Forest 

Etching 

real 

industrial 

dataset 

3 Z.Chen

g [15] 

Outlier 

Detection 

Isolation 

Forest and 

Local 

Outlier 

Factor 

6 case 

synthetic

s and 6 

cases 

real-

world 

dataset 

4 D.Xu 

[16] 

Anomaly 

Detection 

Isolation 

Forest and 

Local 

Outlier 

Factor 

7 case 

public 

dataset 

5 V. 

Verardi 

[17] 

Outlier 

Detection 

MCD Stata 

dataset  

6 W.S.L. 

Wah 

[18] 

Anomaly 

Detection 

Isolation 

Forest 

Civil 

engineeri

ng 

dataset 

7 F.T.Liu 

[19] 

Anomaly 

Detection 

Isolation 

Forest 

Synthetic 

dataset 

8 T.D. 

Nguyen 

[24] 

Outlier 

Detection 

Covarian 

Estimator 

Synthetic

s dataset 

from 

FICM 

and 

FQCM 

9 L. 

Puggini 

[25] 

Anomaly 

Detection 

Isolation 

Forest with 

Dimension

ality 

reduction 

Optical 

Emission 

Spectros

copy 

(OES) 

dataset 

10 Hyder 

Jhon 

[26]. 

Anomaluy 

Detection 

Isolation 

Forest 

Credit 

card 

transacti

ons  

in Europe 

11 N.Z. 

Fanani 

Outlier 

Removal 

Covariance 

Estimator 

and 

Isolation 

Forest 

Real-

world – 

Digitizer 

Sensor 

dataset 
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can cause a masking effect [17]. The masking effect 

occurs when the outliers are not detected due to the 

presence of other nearby outliers in the same data set 

[18]. To reduce the masking effect on the covariance 

estimator algorithm, it can be done by adding the 

isolation forest algorithm. The isolation forest 

algorithm detects outliers by partitioning the data into 

small groups so that each set can detect different 

outliers [19]. The purpose of this research is to 

improve the classification accuracy level of the 

digitizer data stream. The data stream overlaps with 

two stages of detection and disposal of outliers by 

using a covariance estimator and isolation forest. 

After the pre-processing stage is carried out by using 

these two methods, the classification process is 

carried out by using the Random Forest method. This 

method is suitable for this study because the data 

parameters generated from this digitizer sensor have 

a high correlation and are interrelated. Therefore, we 

need a method that uses all these parameters in the 

classification process. This is following the random 

forest method. The mechanism of the method is to 

create many trees from random parameters and 

produce the best model from the combination of these 

parameters. 

2. Two stages outlier removal using 

covariance estimator and isolation forest 

The proposed and applied process in this research 

can be seen in Fig. 1. Overall, the experimental stages 

consisted of six parts, namely the preparation phase, 

data recording stage, generate the dataset, outlier 

removal, FMS classification, and evaluation system. 

 

Experiment Scenario 

The initial stage in the preparation phase is the 

development of a data recording system. This section 

consists of computers and software used to read data 

from digital boards and store the data in a database. 

The software is developed using C# language. The 

developed application has several features; recording 

information on student data, school data, age, gender. 

This app is also capable of reading data position, also 

stylus pen pressure data against the digital board in 

real-time.  The data acquisition process is carried out 

during the writing process by using a digitizer, called 

WACOM Cintiq 13HD. The writing process is 

recorded by the application in real-time with a 

sampling frequency of 220 Hz. The data that can be 

obtained from this digital board is the value of x-pos 

which has a value between 0-1365, y-pos has a value 

between 0-767, z-pos has a value between 0-1023, 

and pressure (p) has a value between 0-1023. This 

specification is needed to obtain observations in the 

form of x, y, z, and depth or pressure. These four 

features play an important role in obtaining an 

observation as detail as possible in anticipating the 

completeness of the acquisition results data later. The 

second required device is a PC or laptop to receive all 

recorded data of acquisition result by using Wacom 

stylus. The basis for selecting these two devices is 

based on the minimum specifications used by [20]. In 

addition to direct tools for data acquisition, the 

participant's ergonomics in recording data was also 

prepared, which aims to provide comfort and reduce 

student’s stress levels in doing cursive handwriting. 

This ergonomic determination is following the model 

developed by [21].  

In this preparation stage, a psychologist tests 

participants to determine the condition of their fine 

motor skills which will be used as a comparison in 

this study. A label of FMS class from a psychologist 

shows the condition of a student's FMS based on age 

in two categories, namely FMS according to age (AG) 

and FMS less than age (LG). From this activity, the  

Development of Data 

Acquisition Devices

Assessment of FMS by 

Psychologists

Cursive handwriting data 

recording process

Labeling of FMS

1. Preparation Phase 2. Data Recording Stage 3. Generate Dataset 5. FMS Classification

FMS Classification based 
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Figure. 1 The FMS Classification System with Outlier Removal 
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Table 2. Visualization sample data recorded from the digitizer 

Participant Data Visualization class 

1 

 

AG 

2 

 

AG 

3 

 

LG 

4 

 

LG 
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psychologist will evaluate the condition of the 

student's FMS through hand strokes  

Second, after all, hardware equipment has been 

prepared and calibrated, the next step is to determine 

the flow of data recording scenario to be observed. 

The stages are as follows: compiling a sentence that 

can represent all aspects of cursive handwriting. The 

aspects that must be involved are the representation 

of up, down, horizontally, connecting letters, and so 

on. This is important to prepare so that the dataset 

contains observations that can represent various 

events in cursive handwriting. The basis for 

composing sentences that can represent various 

aspects of cursive handwriting is based on research 

[22].  

Third, the next process is data recording. In this 

process, there are three stages to be done. a) 

Introducing the use of data acquisition tools. This 

must be done to equalize basic skills in using tools. 

Participants or students are guided on how to use the 

device and try short words. After the participants are 

proficient in using it according to the prepared 

threshold, then the actual recording process is applied. 

b) Each student who records cursive handwriting 

using WACOM writes the start and end times. The 

note-taking process occurs automatically when the 

stylus rubs against the surface of the electronic 

whiteboard. The data to be recorded and become 

observations consists of no, timestamp, x, y, z, p. The 

x, y, z are the coordinates of the stylus to the 

electronic keyboard, while p is the pressure generated 

by the stylus. Each student's data is separated and will 

be labeled according to the arrangements that have 

been prepared, namely the various classes.  The 

recording process was implemented for a total of 99 

participants. c) Still in the process of data recording, 

after all those 99 participants did cursive handwriting, 

the data was cleaned and grouped according to labels. 

This is known as the Ground Truth process or FMS 

labeling. This process is based on previous research 

that has also been carried out by [12].  

The fourth stage is the initial processing of the 

dataset obtained from digitizer sensor reading. The 

label obtained from psychology is combined with the 

data obtained from the digitizer, so that the data 

visualization is in Table 2. The color on the graph 

shows the pressure at position (x, y). The green color 

indicating the pressure at position (x, y) is high 

pressure. The blue color indicates medium pressure 

and the red color indicates low pressure. Meanwhile, 

most of the values in the z-pos variable are 0. The 

visualization in Table 2, also shows that the 

participants made several mistakes when did writing 

cursive. These mistakes are plotted as random 

patterns outside of the letters that form the sentence 

“angin bertiup kencang”. This random pattern will be 

detected and removed using our proposed method.  

To produce clean data to obtain a high-level of 

accuracy, we propose two preprocessing stages by 

using the covariance estimator and isolation forest as 

methods for detecting and removing data outliers.  

The covariance estimator (CE) plays an important 

role in data processing [23]. Classically, the 

covariance matrix is estimated using the maximum 

likelihood estimator by assuming the data following 

the multivariate normal distribution. The Maximum 

Likelihood Estimation (MLE) looks for the 

parameters (𝝁, 𝜮) which maximizes the probability of 

obtaining sample data 𝑹 as shown in Eq. (1) [24]. 

 

𝑀𝐿𝐸 =  max
𝝁,𝜮

∑ log[𝑓(𝑅𝑖|𝝁, 𝜮)]

𝑛

𝑖=1

 
 

 (1) 

 

Under the assumption of normality, solutions form 

closed (𝝁𝒆, 𝜮𝒆) is denoted as Eq. (2) and Eq. (3): 

 

𝜇𝑒 =  ∑
1

𝑛
𝑅𝑖

𝑛

𝑖=1

 

 

 

 (2) 

𝛴𝑒 =  ∑
1

𝑛
𝑅𝑖

𝑡𝑅𝑖 − 

𝑛

𝑖=1

𝜇𝑒
𝑡 𝑅𝑒 

 

 (3) 

 

Isolation Forest is a tree-based model development 

used to detect outliers [25]. The basic idea of this 

method is to consider outliers as few and different 

data [26].  The isolation forest isolates the data that 

are considered as outliers by studying the 

characteristics of the data and measuring the 

susceptibility of the data to isolation [14]. The 

outliers were isolated by partitioning the spaces in the 

parameter into sections that were scored according to 

their susceptibility to isolation [27]. The isolation 

forest steps are as follows for given data 𝑠𝑒𝑡 𝑋 = {𝑥1,
𝑥2, … , 𝑥𝑤} with 𝑋 is the attributes [28]: 

 

1. Choosing a random dimension in the data  

2. Randomly selecting values in the dimensions 

3. Drawing a straight line through the values in 

the selected data and separate the data. 

4. Repeating steps 1 - 3 until the number of 

trees is specified 

5. Calculating the anomaly value using Eq. (4) 

 

𝑐(𝑤) =  {
2𝐻(𝑤 − 1) −

2(𝑤 − 1)

𝑛
  𝑓𝑜𝑟 𝑤 > 2

1 𝑓𝑜𝑟 𝑤 = 2
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

(4) 

 

where 𝐻(𝑖)  is the harmonic number in the range 

ln(𝑖) +  0.5772156649 (Euler’s constant), 𝑐(𝑤) is  
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the average of ℎ(𝑥) which is used to normalizeℎ(𝑥). 

An anomaly score is defined in Eq. (5): 

 

𝑠(𝑥, 𝑤) =  2
−

𝐸(ℎ(𝑥))

𝑐(𝑤)  
 (5) 

 

𝐸(ℎ(𝑥)) is the average ℎ(𝑥) of a collection of trees.  

 
• 𝐸(ℎ(𝑥))  = 0, s = 1 

• 𝐸(ℎ(𝑥))  = 𝑤 − 1, s = 0 

• 𝐸(ℎ(𝑥))  = c(w), s = 0 

 

The following conditions give the specific value of 

the anomaly score. 

the range of values is 0 <s ≤ 1 and 0 <h (x) ≤ w-1, if 

s approaches 1 it is considered an anomaly, if less 

than 0.5 is considered normal, and if s ≈ 0,5, then the 

whole sample does not really have a different 

anomaly. 

The characteristics of the data stream from the 

cursive-writing reading using this digitizer produce 

data with a high enough density and a fairly closely 

related feature which is the reason for using this 

covariance estimator and isolation forest method. In 

this study, the combination of these two methods was 

carried out at the initial processing to remove outlier 

data to increase the level of accuracy.  

In this experiment, covariance estimator and 

isolation forest will be used. These two anomaly 

detectors will be arranged sequentially before being  

 

 
 

forwarded to the training or modeling process. The 

anomaly detection process by the two algorithms 

arranged sequentially will use certain parameters, 

such as what percentage of anomalies will be 

discarded. In the following process, there are two 

main experiments carried out, namely the 

classification without detecting anomalies and using 

two stages outlier removal with pseudocode can be 

seen in Algorithm 1. 

In the experiment without anomaly detection, 

several classifiers will be used, namely, Random 

Forest, k-NN, Naïve Bayes, Neural Network, and 

SVM. Each classifier will use the same parameters in 

both experiments to maintain the uniformity of the 

classifier parameters. The Random Forest classifier 

will use the parameter number of trees 10, 20, and 30. 

Random Forest is a machine learning method for 

classifying tree-based data [29]. Random forest is 

also known as decision tree cumulative so it is called 

“forest” [30]. Each tree unit in the forest gives a vote 

to determine the most likely class label [31]. In the 

computation process, the random forest method does 

not require a long time and can recognize non-linear 

data patterns [32]. The random forest also uses 

regression methods and the task of constructing 

multiple decision trees [33]. With the following 

formula as shown in Eq. (6): 

 

�̂� =  
1

𝑩
∑ 𝑓

𝑏
(𝑥′)

𝐵

𝑏=1

 
 

(6) 

 

The k-NN classifier will use the parameter 

number of neighbors (k) 2, 3, 4, and 5 with the 

Euclidean metric, weight distance. The Neural 

Network classifier uses the parameter number of 

neurons in hidden layers: 100, ReLu for the activation 

function, Adam for the Solver function: and the 

maximum iterations: 100. The SVM classifier was 

tested on all types of existing kernels, namely Linear, 

Polynomial with the value g: auto, c: 0, d: 3, RBF 

with a value of g: auto, and Sigmoid with a value of 

g: auto and c: 0. With the cost and regression loss 

epsilon respectively 1 and 0.1. All classifiers will use 

the same k-fold cross-validation, namely 10-fold 

cross-validation. After the experimental process 

without anomaly detection, the experiment with  

 

Algorithm 1 Pseudocode for Two Stages Outlier 

Removal  

Input :  Xtrain : Train Dataset ;  

              Xtest : Test Dataset;  

              Ytrain : Label for   training dataset;  

              Ytest : Label for testing dataset;  ; 

              n_tree: number of trees generated in 

random forest. 

Ouput : M : Model, Accuracy, Recall, Precision, 

Specificity 

Pseudocode for Building the Model 

1. Xtrain  =  CovarianceMatrix(Xtrain) 

2. Xtrain  =  IsolationForest(Xtrain) 

3. M = RandomForestTraining(Xtrain, Ytrain, 

n_tree) 

4. RETURN Model, Accuracy, Precision, 

Specificity 

Pseudocode for FMS Classification with Two 

Stages Outlier Removal 

1. Xtest = CovarianceMatrix(Xtest) 

2. Xtest = IsolationForest(Xtest) 

3. Y’test = FMSClassification(M, Xtest) 

4. Accuracy = calculateAccuracy(Y’test, Ytest) 

5. Recall= calculateRecall(Y’test, Ytest) 

6. Precision = calculatePrecision(Y’test, Ytest) 

7. Specificity = calculateSpecificity(Y’test, Ytest) 

 

Table 3. Confusion matrix 

Actual 
Classification 

+ - 

+ 
True Positive  

(TP) 

False Negatives 

 (FN) 

- 
False Positive 

 (FP) 

True Negative 

 (TN) 
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anomaly detection was done. The training set is 

denoted as X. The response is denoted by Y, bagging 

repetition is denoted by (B iteration). The amount of 

training data is denoted as n. Samples with 

replacement contents are denoted by Xb, Yb. The 

regression tree is denoted as fb in Xb, Yb. After the 

training process, the prediction is denoted as x ' . 

Fifth, the next stage is to carry out the data training  

process according to the scenario prepared in the 

fourth step. Here, the dataset will be trained with 

labels that have been determined in the ground truth 

or FMS labeling process. The whole process is 

carried out sequentially and recorded in the form of a 

confusion matrix tab. In addition to recording and 

tabulation of confusion matrix results from the 

classification process, it is used to calculate 

parameters such as Accuracy, Recall, and Sensitivity. 

This confusion matrix is useful for measuring how 

well the classification model has been made [34]. The 

confusion matrix is n x n in size, where n is the 

number of different classes [35]. The confirmation 

matrix can determine the accuracy, recall, and 

specificity obtained from the values of several 

parameters, such as True Positive (TP), False Positive 

(FP), True Negative (TN), and False Negative 

(FN)[36, 37]. The confusion matrix table is shown in 

Table 3. 

After knowing the values of True Positive (TP), False 

Positive (FP), True Negative (TN), and False 

Negative (FN), the results of accuracy, Eq. (7) to Eq. 

(9). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 
(7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 
(8) 

Specificity =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (9) 

 

Sixth, the final process of the whole research is to 

compare all the results planned in the fourth stage and 

the implementation in the fifth stage. This process 

will provide information about the hypothesis that 

has been stated before the research is done, namely: 

Anomaly detection is expected to significantly 

improve the classification performance, which results 

in the availability of fine motor skill classification 

model from cursive handwriting.  

The data sample in Table 2 has several outlier data 

that can affect the classification results so that the 

outlier data needs to be removed. TSOR could be 

implemented to handle those outliers. After handling 

the outlier data, testing the classification method was 

also implemented. The classification method used is 

random forest, k-NN, Naïve Bayes, NN, and SVM. 

The classification system would be evaluated to 

determine the accuracy, recall, and specificity values. 

3. Experiment result and analysis 

FMS classification uses trials of several 

classification methods and the handling of outliers in 

the data. The data were obtained from elementary 

school students cursive writing in grade 2 based on 

the value of x-pos, y-pos z-pos, and its pressure, 

where x-pos, y-pos z-pos are the positions of the 

writing with coordinates x, y, z on the digitizer and p 

axes is the pen pressure on the digitizer in writing. 

The data are categorized into two classes, namely 

FMS according to age (AG) and FMS less than age 

(LG).  

The x-pos and y-pos data samples form the 

words “angin bertiup kencang” in AG class. The data 

in Fig. 2 is employed to detect outlier, while the data 

in Fig. 3 is a graph of the data after removing the 

outliers by using the covariance estimator method.  

Covariance Estimator is a method that looks at 

the outlier data based on the covariance value. 

Covariance assesses the outlier data based on the 

distribution of the data or the standard deviation of 

the overall data. Based on the Y-axis coordinates, the 

data shown in Fig. 2 have a center of distribution 

between 260 to 320. The data that exceed this interval 

include the data exceeding the distribution of data in 

general. The data have the potential to become data 

outliers. Outliers in Fig. 2 shows the data that exceed  

Table 4. Testing with the Random Forest method 

Random Forest Trial 

Trees Accurate Recall Specificity 

10 97.85% 98.19% 97.52% 

20 97.95% 98.19% 97.71% 

30 98.05% 98.29% 97.81% 

 

Table 5. Testing with the k-NN method 

K-NN trial 

Total k Accuration Recall Specificity 

k=2 96.30% 97.15% 95.48% 

k=3 96.30% 96.86% 95.75% 

k=4 96.25% 96.86% 95.66% 

k=5 96.15% 96.66% 95.65% 

 

Table 6. Testing with the SVM method 

SVM Trial 

Kernel Accurate Recall Specificity 

linear 51.05% 51.16% 50.96% 

polynomial 49.60% 49.55% 49.64% 

rbf 48.30% 48.15% 48.43% 

sigmoid 53.70% 54.13% 53.35% 
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the estimate or tolerance of the covariance that has 

been obtained. In addition to looking at the Y-axis, 

the outlier data assessment depends on the X-axis 

coordinates. The data assessment based on the X-axis 

is different from the assessment seen from the Y-axis.  

Each letter group has a different covariance and 

covarian estimate. For example, a collection of the 

letter g in the word “kencang” has a distribution of 

points whose coordinates are far from a normal set of 

points. Based on the outliers that have been detected 

in Fig. 2, new data is obtained in Fig. 3  

Based on Fig. 4, the isolation forest detects 

outliers based on its partition tree so that it can detect 

outliers in each partition. The isolation forest method 

can detect more outliers than the covariance estimator 

method. Based on the distribution of the outlier graph, 

most of the detected outliers are in the range y 420 to 

480. The addition of the isolation forest method to 

detect outliers in inlier data by the covariance 

estimator method in Fig. 5 shows that the isolation 

forest method can detect outliers that are not detected 

by the covariance estimator method so that the 

resulting inlier data can represent the characteristics 

of the data on each label well and produce a high 

accuracy value in the classification process. 
The initial data were about 392923, which were 

then applied pre-processing to remove data that were 

considered as outliers. The outlier handling was done 

by using Covariance estimator and isolation forest 

sequentially. 

After handling the outlier data, the data were 

classified using several methods, namely random 

forest, k-NN, Naïve Bayes, NN, and SVM. The 

results of the accuracy of each experiment at those 

methods are shown in Tables 4 to 6. 

Based on Table 4 with the Random Forest 

classification, it can be seen that the best accuracy 

results are obtained with the number of trees equal to 

30. The number of accuracies, recall, and specificity 

reaches 98.05%, 98.25%, 97.81%.  

The k-NN classifier as seen in Table 5, produces 

the best accuracy at k = 3 with an accuracy of 96.3%, 

a recall result of 96.86%, and a specificity of 95.75%. 

While testing by using the Neural Network classifier, 

the best results were obtained on the number of 

hidden layers 100 with an accuracy of 77.32%, 

73.72% recall, and 80.04% specificity as seen in 

Table 7. While in Table 6 with the SVM classifier, 

the best accuracy results were obtained in the sigmoid 

kernel with the results of 53.7% accuracy, 54.13% 

recall, and 53.35% specificity. 

The accuracy results of the outlier handling 

testing and classification using several methods are 

shown in Table 7. From Table 7, it can be seen that 

the best accuracy results by using the combination of 

handling outliers between Covariance Estimator and 

Isolation Forest obtained the best results in the 

Random Forest method with an accuracy value of 

98.05% with the difference between the best accuracy 

results compared to the accuracy results without  

 
Figure. 2 Outlier detection using covariance estimator 

 
Figure. 3 Outlier remover by covariance estimator 

method 

 
Figure. 4 Outlier detection using covariance estimator- 

isolation forest 

 
Figure. 5 Outlier remover by covariance estimator- 

isolation forest 
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handling outliers of 1.2%. The highest accuracy value 

in the k-NN method with k equal to 3 is 96.3%. The 

difference between the highest accuracy and the 

accuracy without handling outliers is 1%. Whereas in 

the naïve Bayes and neural network methods, the 

highest accuracy obtained was 61.5% and 77.32%. 

The difference in accuracy results without the 

handling of outliers and the highest accuracy results 

in the SVM method achieved 2%. However, in the 

SVM method, the accuracy results without handling 

outliers are higher than the accuracy results with 

Covariance Estimator and Isolation Forest outlier 

handling methods. Whereas in the SVM method, the 

accuracy results without outlier handling were higher 

than the accuracy results with Isolation Forest outlier 

handling methods. 

The test results by using one type of Handling 

outlier in the form of Covariance Estimator or 

Isolation Forest contributed to the increased accuracy, 

especially in the Random Forest and k-NN methods 

with an increase in accuracy ranging from 0.4% to 

0.5%. In testing by using one type of Handling outlier, 

the Naïve Bayes, Neural Network, and SVM 

classifiers did not increase in accuracy, even 

decreased the level of accuracy. 

Based on Table 7, the outlier handling by using 

hybrid covariance estimator-isolation forest can 

remove more outliers than other methods as many as 

56977 outliers. With a smaller amount of data 

compared to other methods, the hybrid covariance 

estimator-isolation forest (CEIF) can produce the 

highest accuracy value on the random forest 

classification method, k-NN, Naïve Bayes, and 

Neural Network. 

Based on the accuracy values in Table 7, the CEIF 

outlier handling method has a good performance 

compared to other methods. Therefore, a comparison 

of the CEIF method as an outlier handling with other 

squential data is carried out. It is based on the 

accuracy results in the classification process by using 

the RF, KNN, NB, NN, SVM methods [39]. The 

comparison of the accuracy result of several methods 

based on music and handwriting data is shown in Fig. 

6. 

Based on Fig. 6, the classification method works 

better after the outlier handling was done by using the 

CEIF method. In data [38] which is squential EEG 

data, the classification process with the addition of 

CEIF method as outlier handling is higher than 

without applying outlier handling. The use of the 

CEIF method is more suitable for cursive 

handwriting data. This is because data retrieval at the 

recording stage using a digitizer still has many 

outliers which results in the classification model 

being unable to recognize data patterns in each class.  

The implementation of the isolation forest 

algorithm has several weaknesses in certain datasets. 

The isolation forest uses only a subset of dimensions 

to form an isolation tree. Each subset usually cannot 

detect the presence of outliers in low dimensions. The 

weakness of isolation forest can be overcome with the 

iNNE algorithm. The iNNE algorithm uses ensemble 

size as the main parameter. A large ensemble size will 

produce a variety of isolation models so that it can 

detect outliers in high and low dimensions. It is 

expected that further research can implement the 

iNNE algorithm to obtain better accuracy results [27]. 

For further research, other methods such as SOTA 

[39], One-Class SVM [40] and LSTM [41] which 

have been tested in data with sequence characteristics 

will be used to detect outliers in the FMS data stream 

from the digitizer sensor. 

4. Conclusion  

This study reveals that the handling of outlier data 

by using the Covariance Estimator and Isolation 

Forest that we propose is successful in increasing the 

accuracy of Fine Motor Skill classification by 1.2% 

compared to the use without handling outlier data. 

The increase in the highest level of accuracy is 

obtained from the classification using the Random 

Table 7. The classification accuracy results from handling outlier data by several methods 

Handling outliers 

Test 

Number 

of raw 

data 

Number of 

preprocessed 

data 

Random 

Forest 

k-NN 

(k=3) 

Naïve Bayes 

(NB) 

Neural 

Network 

(NN) 

SVM 

Covariance 

Estimator [24] 
392952 373304 97.80% 95.80% 61.40% 74.30% 45.80% 

Isolation Forest [19] 392952 353661 97.80% 95.70% 60.60% 73.30% 46.20% 

Covariance 

Estimator+Isolation 

Forest 

392952 335975 98.05% 96.30% 61.90% 77.32% 53.70% 

Without Handling 

outlier [12] 
392952 392952 97.30% 95.30% 61.50% 74.30% 55.70% 

Average 97.83% 95.78% 61.35% 74.81% 50.35% 
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Forest method. Handling outlier data using one 

method, namely the covariance Estimator method 

only or Isolation Forest alone, cannot significantly 

improve the accuracy of the Neural Network and 

Naïve Bayes classification methods. However, there 

is still an increase in the classification process when 

using a combination of two methods of handling 

outlier data, namely the covariance Estimator and 

Isolation Forest. 
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