
Scanned by CamScanner



Scanned by CamScanner



Scanned by CamScanner



Scanned by CamScanner



Pak Muhtar
Oval



Komunikasi Proses Pengiriman Artikel Sampai Publish 

 

 

 



 

 

 

 



 

 

 

 

 



 

 







Response to Reviewer 1 Comments 
 

Comments: The manuscript is on adapting the artificial neutral network model in stiffness reduction 

in bamboo reinforced concrete beams. The manuscript is in good quality, however, the 
following changes needs to be addressed to improve the quality of the manuscript. 

 

 Thank you very much to the reviewers who have reviewed for the sake of 
perfection this paper. 

 

Point 1: (1) Please improve the English proficiency of the manuscript 

  

English Editing uses "Language Editing" from MDPI 
 

Point 2: (2) Please explain the priority and advantages of Artificial Intelligence modeling against 

other data-drive models such as regression, ANFIS, etc. 
 

The ANN method is currently very popular with researchers in predicting and 

evaluating the behavior of structures in the field of civil engineering, this is because 

the ANN method has an advantage in the nonlinear correlation between the input 

variables presented is better. Khademi et al. (2017) [40] predicts the compressive 

strength of concrete at 28 days of age by considering the experimental results, three 

different models of multiple linear regression (MLR), artificial neural networks (ANN), 

and adaptive neuro-fuzzy inference system (ANFIS). The results of his research 

concluded that the ANN and ANFIS models can predict the 28-day concrete 

compressive strength more accurately and the ANN model can perform better than 

the ANFIS model in terms of R
2
. The ANN and ANFIS models are preferred because 

the nonlinear correlation between the input variables presented is better. The ANN 

and ANFIS models have higher accuracy requirements than the multiple linear 

regression (MLR) model. The accuracy of the prediction is very much dependent on 

the number of input variables, the greater the number of input parameters, the more 

accurate the results of the predictor model will be. 

 

Xuan Li et al. (2019) [41] predicts the service life of corroded concrete sewer pipes 

using three data-driven models, namely multiple linear regression (MLR), artificial 
neural networks (ANN), and adaptive neuro-fuzzy inference system (ANFIS). The one 
conclusion suggests that the ANN and ANFIS models perform better than the MLR 
models for corrosion prediction, with or without considering the interactions 
between environmental factors. 

  already written on line 259 – 276 

 

Point 3: (3) The literature review needs to be improved. Please use work of other researches in the 

field, and why your work is proceeding compare to their results. 
 

Figure 19 shows that the artificial neural networks (ANN) model has a higher R
2
 value 

when compared to the R
2 

value of the multiple linear regression model (MLR). ANN 
analysis has better predictive accuracy. This is the same as the conclusion of 2 
researchers, namely Khademi et al. (2017) [40], which concluded that The ANN model 
has higher accuracy than the multiple linear regression (MLR) model, and Xuan Li et 
al. (2019) [41] concluded that the ANN model performs better than the MLR models 
with or without considering the interactions between factors. The accuracy of the 



prediction is very much dependent on the number of input variables, the greater the 
number of input parameters, the more accurate the results of the predicted model. 

Already written on line 392 – 399 
 

Point 4: Please explain the content of your artificial neutral network in more detail. You may want to 

refer to the following two manuscripts: 
(A) Khademi, F., Akbari, M., Jamal, S. M., & Nikoo, M. (2017). Multiple linear regression, 
artificial neural network, and fuzzy logic prediction of 28 days compressive strength of 
concrete. Frontiers of Structural and Civil Engineering, 11(1), 90-99. 

(B) Li, X., Khademi, F., Liu, Y., Akbari, M., Wang, C., Bond, P. L., ... & Jiang, G. (2019). 
Evaluation of data-driven models for predicting the service life of concrete sewer pipes 
subjected to corrosion. Journal of environmental management, 234, 431-439. 
 

The ANN data is divided into three different subsets [40], namely: (1) Training, at this 

stage, the subset is trained and studied as occurs in the human brain, where the 
number of epochs is repeated until an acceptable model accuracy is obtained; (2) 
Validation, at this stage, the subset shows how well the model is trained, and 
estimates model properties such as misclassification, mean error for numerical 
predictors; and (3) Test, at this stage, the subset verifies the performance of the 
training subset built into the ANN model. 

Already written on line 277 – 282 
 

 

Figure 5. Schematic of ANN model architecture for BRC beam and SRC beam 

 
The process of implementing input data in the ANN model architecture consists of (1) 
Input layer; consisting of 1 neuron, namely displacement data variable of 
experimental results; (2) Hidden layer, consisting of 10 neurons. At this stage, the 
input layer will forward the data to the hidden layer or the output layer through a set 
of weights. This weight is a link from each neuron to other neurons in the next layer 
which will help adjust the ANN structure to the given displacement data pattern using 
learning. In the learning process, the weights will be updated continuously until one 
of the numbers of iterations, errors, and processing time has been reached. This is 
done to adjust the ANN structure to the desired pattern based on certain problems 
that will be solved using ANN. Weight or what is known as the independent 
parameter. During the training process, the weights will be modified to improve the 
accuracy of the results; and (3) Output layer, consisting of 1 neuron which is the 
expected output target, error, and weight. Error is the error rate of the displacement 
data node of the process carried out, while weight is the weight of the displacement 
data node with a value ranging between -1 and 1. Then the displacement data 
resulting from the training process is processed into a graphic image of the load vs. 
displacement relationship. 
 
Already written on line 285 – 299, and references from reviewers' suggestions are included 
in References 40 and 41 as below: 
 

40. Khademi, F.; Akbari, M.; Mohammadmehdi, S.; Nikoo, M. Multiple linear regression, artificial 

neural network , and fuzzy logic prediction of 28 days compressive strength of concrete. Frontiers of 

Structural and Civil Engineering. 2017, 1190–99. 
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41. Li, X.; Liu, Y.; Akbari, M.; Wang, C.; Bond, P. L.; et al. Evaluation of data-driven models for 

predicting the service life of concrete sewer pipes subjected to corrosion. Journal of Environmental 

Management. 2019, 234, 431–439. 

 

Point 5: (5) Please explain your conclusion in more details. 

 
There are additional conclusions as follows: 
 
The relationship pattern of load vs. displacement reflects the stiffness pattern of 
structural elements. The properties and characteristics of the material in the 
reinforcing concrete elements have a dominant influence on the relationship pattern 
of the load vs. displacement of reinforced concrete elements. Bamboo reinforced 
concrete beams (BRC) have a different load vs. displacement relationship pattern 
when compared to steel reinforced concrete beams (SRC). BRC beams have elastic 
properties and high resilience properties that can accept high impact loads without 
causing over stress at the elastic limit, even though displacement has occurred. While 
SRC beams have high stiffness and toughness so that SRC beams are not subject to 
excessive displacement or deformation at service load ranges or elastic conditions. 

Results of the validation of the relationship pattern of the load vs. displacement of the 
BRC beams shows that the ANN model has a higher R

2
 value when compared to the 

R
2
 value of the MLR model. ANN analysis has a higher prediction accuracy. The 

accuracy of the prediction depends very much on the number of input variables, the 
greater the number of input parameters, the more accurate the prediction model 
results. 

And already written on line 496 – 509 







Response to Reviewer 2 Comments 
 

Point 1: (1) FEM analysis is performed by Fortran PowerStation 4.0 program. But, the methodology 

of FEM and its approach is not clear. Authors should explain in detail about the simulation, 
modeling criteria. 

  

The simulation and steps for preparing a FEM analysis with the Fortran PowerStation 

4.0 program [32] are summarized as follows: 

Step 1: Discretization of BRC and SRC beam planes with the discretization of 

triangular elements, the numbering of triangular elements, and the numbering of 

nodal points as shown in Figure 3 and Figure 4.  

Step 2: Calculation and collection of geometry and material data, such as the 

modulus of elasticity of the material (E), Poisson's ratio (ν), etc. 

Step 3: Writing a programming language for triangular elements using the Fortran 

PowerStation 4.0 program according to the constitutive relationships and FEM 

modeling as shown in the following link: http://bit.ly/2F17w8F. 

Step 4: Open the Fortran PowerStation 4.0 program. An example is shown at the 

following link: http://bit.ly/2MTh22j. 

Step 5: Write programming language data (Step 3) in the Fortran PowerStation 4.0 

program. Examples can be seen at the following link: http://bit.ly/2ZvZWMU. 

Step 6: Input DATA.DAT of BRC beam and SRC beam in the Fortran PowerStation 4.0 

program. Input data is displayed at the following link: http://bit.ly/351FPqU and 

http://bit.ly/2MBqas9. An example of displaying input data is shown on the following 

link: http://bit.ly/2u2K2xR. 

Step 7: Analyze the program until there are no warnings and errors. If there are 

warnings and errors, check and correct program data and input data. 

Step 8: Download stress data. The stress data are shown at the following link: 

http://bit.ly/2rDPeaI for the stress of BRC beam, and http://bit.ly/2Q4Ihc1. for the 

stress of SRC beam. An example of displaying stress data from the Fortran 

PowerStation 4.0 program is shown at the following link: http://bit.ly/2ZybLCd. 

Step 9: Download displacement data. An example of displaying data displacement 

from the Fortran PowerStation 4.0 program is shown on the following link: 

http://bit.ly/2Q7j2Wp. 

Step 10: Enter stress and displacement data into the Surfer program to obtain 

contour image data of stress and displacement. Stress and displacement contour 

image data are shown in Figures 15-18. 

 
 Already written on line 216 – 242 

 

Point 2: (2) Author also should discuss about ANN method. Because there is not enough information 

to show the procedures. Even the specific method is not declared. Author should describe 
in detail how the ANN method is modeled and how the input parameters are implemented. 

 
The ANN data is divided into three different subsets [40], namely: (1) Training, at this 
stage, the subset is trained and studied as occurs in the human brain, where the 
number of epochs is repeated until an acceptable model accuracy is obtained; (2) 
Validation, at this stage, the subset shows how well the model is trained, and 
estimates model properties such as misclassification, mean error for numerical 
predictors; and (3) Test, at this stage, the subset verifies the performance of the 
training subset built into the ANN model. 
 

 Already written on line 277 – 282 
 



The process of implementing input data in the ANN model architecture consists of (1) 

Input layer; consisting of 1 neuron, namely displacement data variable of 

experimental results; (2) Hidden layer, consisting of 10 neurons. At this stage, the 

input layer will forward the data to the hidden layer or the output layer through a set 

of weights. This weight is a link from each neuron to other neurons in the next layer 

which will help adjust the ANN structure to the given displacement data pattern 

using learning. In the learning process, the weights will be updated continuously 

until one of the numbers of iterations, errors, and processing time has been reached. 

This is done to adjust the ANN structure to the desired pattern based on certain 

problems that will be solved using ANN. Weight or what is known as the independent 

parameter. During the training process, the weights will be modified to improve the 

accuracy of the results; and (3) Output layer, consisting of 1 neuron which is the 

expected output target, error, and weight. Error is the error rate of the displacement 

data node of the process carried out, while weight is the weight of the displacement 

data node with a value ranging between -1 and 1. Then the displacement data 

resulting from the training process is processed into a graphic image of the load vs 

displacement relationship. 

 
  Already written on line 285 – 299 

 

 

Figure 5. Schematic of ANN model architecture for BRC beam and SRC beam 

 

Point 3: (3) Figures 15 to 18 that show the contours should have the unit. There is no unit on legend. 

 

The addition of units in Figures 15-18 has been carried out as shown in the figure 
below. 

 

Figure 15. The displacement contour of Y-direction of BRC beam 
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Figure 16. The displacement contour of Y-direction of SRC beam 

 
Figure 17. The stress contour of X-direction of BRC beam 

 

 
Figure 18. The stress contour of X-direction of SRC beam 

 

The revised figure above has been included in the paper in Figures 15-18 

 

Point 4: (4) In Figure 23 and 24, the crack propagation and failure are shown. It would be great if 

FEM crack propagation is shown for comparison. 
 

The output of the FEM analysis using the Fortran PowerStation 4.0 program is stress 
and displacement so that the crack pattern of the experimental results can only be 
compared with the tensile stress zone that causes cracks in the beam, as shown in 
Figure 23-24 below. 
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Figure 23. The crack pattern and tensile stress zone of BRC beam 

 

  
Figure 24. The crack pattern and tensile stress zone of SRC beam 

The revised figure above has been included in the paper in Figures 23-24 
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