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MOTTO 

 

 

“Belajar dari kemarin, hiduplah untuk hari ini, berharap untuk besok. Yang 

penting jangan berhenti bertanya. Curiosity punya alasan tersendiri untuk eksis” 

– Albert Einstein 

 

“Sains bukan hanya kumpulan pengetahuan, melainkan cara berpikir.” 

– Carl Sagan 

 

“Tanpa data, seseorang hanyalah memiliki pendapat.” 

– W. Edwards Deming 
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